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ABSTRACT

A study of the performance and certain characteristics of an eight-weight

adaptive FIR digital filter implementing the LMS algorithm using Residue Number

System (RNS) arithmetic hardware has been done In order to draw conclusions

as to the optimum hardware configuration. Affects of the hardware and unknown

system on the rate of convergence and adaptive algorithm step size were found

by running filter simulations for different values of the system quantities. ft

was found that characteristics of the unknown system (or plant) do not affect

the choice of filter hardware. The optimum step size for use in the hardware

was found. Suggestions were made for further hardware improvement using a

sign-magnitude system as opposed to 2's complement.
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CHAPTER L INTRODUCTION

1.0 broaduction

Digital signal processing Is a dynamic, rapidly growing field, but its

fundamentals are well established [1,21. The techniques and applications of

digital signal processing are expanding at a tremendous rate. With the advent

of large scale integration and the resulting reduction in cost and size of digital

components together with increasing speed, the number of applications of digital

signal processing techniques is growing. Special purpose digital filters can now

be implemented in the megahertz range, and simple digital filters have been

integrated on circuit chips. Digital processors also form an integral part of

many modem radar and sonar systems. When digital filters are coupled with

the advantages of adaptive systems the results can be very exciting [3,4].

Adaptive filters have distinct advantages over fixed parameter and operator

adjustable systems for many applications. Fortunately, most digital filters can

be made adaptive through the use of an adaptive updating algorithm.

At UCD over the past several years graduate students have been studying

digital adaptive filtering under a contract from the United States Air Force [5].

One project funded under this contract was to simulate and build a digital

adaptive filter which would run at a very high sampling rate. This filter is

discussed in a paper by M.A. Soderstrand and 3.K. Kelley [6] in which a hardware

design is suggested and a report is made on the filter simulation.

The purpose of this thesis is to further develop this hardware and to

study the performance and certain characteristics of this computer simulation

as they apply to the hardware design of the filter. (See Appendices A and B

for computer program and simulated system diagram.) Specifically, we will:

ImksI
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I. Firm up the hardware design for the adaptive part of

the system.

2. Carry out a detailed simulation of this adaptive

hardware.

3. Draw conclusions as to the optimum adaptive hardware

configuations.

During the process of this study our focus will remain on the hardware

implementation (to be carried out at some later date). Thus our choice f or

filter structure and adaptive algorithm are very much dependent upon the fact

that this filter wil be built and not merely simulated.

IA
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2.0 FIR Filter Hardwae

2.1 Pipelined FIR Flter

The filter structure chosen for our adaptive filter is the 8-weight pipelined

Tapped Delay Line filter (PTDL) shown in Figure la [7] which evolved from

the classical Tapped Delay Line filter (TDL) of Figure lb.

The PTDL of Figure la has a sampling rate 7 times faster than that of

the TDL of Figure lb due to the parallel processing of all the partial sums with

each other. From straightforward analysis the difference equation of the PTDL

filter is

7
y(i) = I a.x(i-2-j).

j=o

This can be compared to the difference equation of the TDL which is

7y(i)- ajx(i-i).

j=o

It is clear that the effect of pipelining is to delay the output by two time

samples. The PTDL filter could be extended from 8 to any desired number of

filter weights.

2.2 RNS Implementation

The Residue Number System (RNS) becomes extremely useful in the

hardware implementation of the digital filter [8-16]. We have chosen the

moduli 11, 13, l, and 16 due to the range of numbers required. The PTDL is

Implemented in modular arithmetic for each of the four moduli in parallel. This

parallel structure requires no arithmetic carries as would be required in a binary

system. The sampling rate of an RNS filter can thus be much faster than that

of a binary system [17].
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In practice one must generally convert binary to residue for processing

and alter processing convert back to binary. The conversion from binary to

residue is quite simple, usually done by straight table look-up [18]. The

conversion back, although somewhat more complex, is relatively simple. Several

techniques exist for this RNS to binary convergence including mixed radix

conversion [18-201 and conversion based on the Chinese reminder theorem

(19,211.

Figure 2 shows the basic hardware for one modulus of the digital filter.

The hardware for each modulus is identical except for the arithmetic tables

stored in the ROMs. Each weight is implemnted by a 256x4 ROM with 4 of

the 8 address bits selected by the modulus mk weight a. Each adder is

implemented by a 236x ROM with the 8-bit address selected by the two 4-bit

modulus mk numbers to be added. Each moduli of the FIR filter requires 2n-I

ROMs and 2n delays for n weights. For our 8-weight filter each modulus has

15 ROMs and 16 delays, resulting in a total of 60 ROMs and 64 delays.

2.3 Adaptive Filter

This PTDL filter can now be used in an adaptive system. An adaptive

filter structure must be chosen with which to test the filter, and an adaptive

algorithm must be chosen to update the filter weights.

.. i1
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3.0 Adaptive Filter lnsgn

3.1 Adaptive Filter Structure

Adaptive filtering is a very useful tool in filter design. Adaptive filters

can be used in many different structures to perform many different tasks. We

would like to choose one of these structures in which to test our filter. Most

uses for adaptive filters can be grouped into four categories:

(I) System Identification (Figure 3)

(2) Noise Cancellation (Figure 4)

(3) Channel Enhancement (Figure 5)

(4) Model Reference (Figure 6)

The adaptive filter in each configuration is a separable addition to the

original system. From the viewpoint of the adaptive filter the system which

contains it is a black box. The filter receives signals from the system and

outputs signals to it. An adaptive filter will work independently of the type

of system it is in. Since the purpose of this paper is to study adaptive filtering

and not uses for adaptive filters, we have chosen the System Identification

configuration with which to test our filter. System ID is the simplest of the

four configurations and thus simplifies our study.

3.2 Adaptive Algorithm

Adaptive systems adapt by means of minimizing (or optimizing) some

system parameter. This parameter is measured by an Index of Performance (IP)

function frequently expressed in the form

3(c) u-ff(e,ct)dt
0

where e Is the error representing the deviation of the system parameter from

the desired value, c is a set of independently adjustable variables, and t Is time.

Milke "
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Each of the four configurations in which adaptive filters are used has an

error' e which is used by an IP function. For System Identification e Is the

difference between the unknown and the adaptive filter outputs. The error e

for Noise Cancellation systems is the approximate input signal x which approaches

x as adaptation cancels the noise. Channel Enhancement error e is the difference

between the original and channel-distorted signals n and should approach zero.

In Model Reference systems e is the deviation of the actual system output from

the ideal output. For each system, c is the set of adaptive filter weights.

There are many possible IP functions which we could choose to minimize

in our adaptive filter. Only the two most common, Least Mean Squares and

Least Squares, were considered for this study.

3.2.1 Least Mean Squares

The first of these two Index of Performance functions is the Least Mean

Squares (LMS) in which J(w)=E[e. 2 ] is minimized [22]. In this case c (the

independent variables) are the unknown filter weights w. The System

Identification configuration for our system looks like that in Figure 7. The

error at time j is

e. = d. - yj = d. - x2 w.

The square of the error is

e 2  d 2 - 2d .T w Tx T W.
Wx )22 j-2

The mean square error (which equals 3(w)) is

2 2[d.1 -ZT w TTRw

E leI=E[ I TI*w~

El 2. 1 2P.+ No M
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where P Is defined as the cross correlation vector between the input sWa

and the desired response, E [djTxJ- 2 1, and R Is the Input corelation matix,

E [xj. 2 xT 2 1. C is a quadratic function of the adaptive filter weights, md has

an n-dimensional bowl shape as shown In Figure S.

E can be minimized by means of a gradient search usin the following

steepest descent recursive algorithm:

Wj -w .a (-V.)

where V W W -2P + 2wI wj

and Uj is the step size.

This recursive equation Is known as the Least Mean Squares (LMS)

algorithm. In practice this form of the algorithm is not useful because P and

R are not known. An estimate of the mean square error is l [e.21 which

gives us as approximate gradient

V = -2e. x.

The approximate LMS algorithm is then

wj =Wj + 2u~ejx
Wj+l j

which is very easy to apply in practice.

There are variations of the LMS algorithm which can converge faster than the

LMS. The most popular of these is the Normalized LMS (NLMS) with updating

formula

. ........ I-lI.. . .. '- s ....... . . ..... ]
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wj I= wj + I 2 e x..jl j

This algorithm will converge faster than the LMS, but requires more hardware

to be implemented.

3.2.2 Least Squares

The second important Index of Performance function is the Least Squares

where 3(w) = e.2 is minimized. In System Identification the problem is to

determine the unknown weights. This is done in a method similar to that of

the LMS update equation. This recursive formula is

w+ 1 =w+j+l Pj j+I j+ l j l j]

where P = P "y P x xT

j+l j j+I j+l j+1 J

and Y'j+l 1= [ IR T X

= 1 + xj+ l P j+1

Therefore, by starting with an initial estimate w0 and P0 , w can be sequentially

updated while new observations are continuously obtained.

3.2.3 Choice of Algorithm

The main criterion used to choose an adaptive algorithm for our system

was complexity of hardware required. This is due to limited board space and

cost factors of the filter. A key factor in the hardware selection is the fact

that in order to update n weights, it takes n2 operations (171. Thus for a

practical number of weights, each update operation must be very simple.

Contrary to what might be expected, number of iterations for convergence

was not a major criterion used to choose an algorithm. Input signals to the *1



IF- -T
filter are assumed to be In the audio range. The basic sampling rate Is IOMHz,

hence 10,000 Iterations can be made in one millisecond. If this were not the

case, number of Iterations for convergence might alter the choice of algorithm.

Given the criterion for simple hardware the obvious choice of adaptive

algorithm for our filter is the Least Mean Squares. It requires relatively simple

hardware and is fast enough for our purposes.

3.2.4 Hrdware Inplementation of LMS Algorithm

The hardware chosen and simulated by 3.K. Kelley for the LMS adaptive

algorithm is shown in Figure 9. Eight bits are available with which to represent

the input x and the error e. The 8 bits must somehow be divided between x

and e. Here we can see that a hardware implementation can considerably

decrease the accuracy of an adaptive algorithm. The number of bits allowed

for x is called NXBIT. One bit of 8 is used for the sign of (eXx) leaving

7-NXBIT bits to represent e.

The purpose of this thesis is to study this division of the bits between e

and x. We will find which division gives the fastest convergence and how the

optimum step size is affected by the division. We will also show how the rate

of convergence and optimum step size are affected when the adaptive and

unknown filters have different numbers of weights.

. . . . . . .. ..
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CHAPTER IL PROCEDURE

1.0 Introduction

As discussed in Chapter 1, the purpose of this thesis is to study how the

rate of convergence and optimum step size p* are affected by:

i) the division of bits between e and x

ii) the number of weights in the unknown filter

The results of this study will define a p 0 and NXBIT for optimum convergence

to be used in the adaptive filter hardware shown in Figure 9.

Figure 9 shows the update hardware for the digital adaptive filter. A

more detailed picture of the hardware is shown in Figure 10a for the case when

3 bits of the input x and 4 bits of the error e are used to calculate the weight

adjustment vector 2U oex. The update quantity is calculated in the ROM and

dssumes that e and x are in 2's complement binary form. Thus the ROM needs

the sign of (eXx) in order to calculate the correct update quantity. This leaves

7 bits to divide between e and x.

A different, and probably better, hardware implementation is discussed in

Chapter Ill which assumes e and x are in sign-magnitude binary form. For this

case the sign of (eXx) need not be fed into the ROM, but can multiply the

result, leaving 8 bits to divide between e and x. This method is shown in

Figure 10b.

-- -. .. ....
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2.o Optimum Step Size

The Least Mean Squares adaptive algorithm updates the adaptive filter
weights using the recursive formula w. = w + 21pejx., where i. is the step

j+l j i weepistese

size. In general, two aspects of the step size are of interest: the maximum

allowable gain limax for stability, and the optimum .* for fastest convergence

[23].

It has been shown that for the LMS algorithm to converge [22] Ua must

be bounded as

0 < li < ]Jmax

2 2

where 2- 21max trR - E[I IxkI 2 ()

As seen in Chapter 1, R is the input correlation matrix defined by

a [x TR = E[xkX k]

Gitlin and Weinstein [24] showed that the vJ which achieves maximum

rate of convergence U* is

1J* UlJmax (2)

In practice R is not known and another more practical form of the equation

u* must be found. In work recently done by Gardner [25] a more practical

form is obtained:



2

Pmax 2) = 210 (3)
(N+2)a

The input vector xk is assumed to be Gaussian with independent and identically

distributed elements. N is the order of the adaptive filter.

The adaptive filter we have used is 7th order and the standard deviation

(a) of the input signal used for simulation is .30. According to equation 3 we

should ideally have

1 max = 2.46 = 2p*

The Residue Number System requires that the non-integer input signal be scaled

by the factor SCALE, which for our system is 130. (See Appendix B for

calculation of SCALE.) This acts to divide the step size by SCALE so that the

ideal optimum step size will be

u*' = ij*/SCALE = .0094

2.1 Determination of Optimum Step Size

In the last section we discussed the ideal optimum step size 1* and gave

equations to calculate it. In order to find the optimum step size jo to use in

our hardware, a strategy must be designed with which to obtain the optimum

u from the data output of our computer simulation. Our simulation plots the

ensemble averaged output error. An ensemble averaged curve is simply the

average of a number of such individual curves and approximates the adaptive

behavior In the mean.

The optimum step size is the value of ua which minimizes the mean square

error:

............................................. -
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This is a commonly used technique which is consistent with the fact that we

have chosen the Least Mean Squares adaptive algorithm which also minimizes

the mean square error. K is the number of Iterations chosen to average over

and is larger than the number of iterations required for the error curve of each

u. value to settle. Ideally K would be infinity, but fortunately we may adequately

estimate i1* with a relatively small K (approximately 1,000 for our case). This

method of finding I i* is very easy to implement in our simulation.

The ensemble averaged output error ideally has the form of an exponential:

e(t) = kIe'd

In practice, however, the output error has an 'error floor' that is due to hardware

approximations. This error floor is represented by k2 in the non-ideal exponential

form of output error:

e(t) k e'at +

The output error curves cannot drop below the error floor, therefore, the number

of iterations to average K can be determined by observing when the error curves

have settled to k2.

2.2 Effects of Truncating x and Limitin •

As discussed in section 3.2.4 of Chapter I, 8 bits are available with which

to represent the input, the error, and the sign of the product of input and error

in the adaptive algorithm. The approximation for x x' is found by simply

T -am



truncatng x to NXBIT bits. The approximation for e e", however, is found by

saturating at e=2**(7-NXBIT)-I If e is too large to be represented with 7-NXBIT

bits. This is done in order to obtain sensitive adaptation near convergence.

Plots of x and e as they are approximated to x and e" are shown in Figures 1Ia-e.

These approximations will affect the error floor and the rate of convergence

of our simulations.

It can be shown that the rate of convergence is affected by both the

saturation of e and the truncation of x. However, as convergence is approached

the error becomes small and is thus no longer saturated.

Similarly, saturation of e does not affect the error floor because as the

error floor (convergence) is reached e is not saturated. Truncation, however,

has an effect on the error floor, but its effect may be masked by finite arithmetic

errors which are due to integer arithmetic used in the filter.

These facts will be supported with data in Chapter II. In particular, we

shall see that the error floor is primarily determined by the finite arithmetic

and that the rate of convergence is mainly affected by the saturation of e and

the truncation of x.

2.3 Filter Order Mismatchin& Error

Part of this study is to make conclusions on how rate of convergence

and optimum step size are affected by the number of weights in the unknown

filter. The adaptive filter used will have 8 weights (7th order), and for simulation

any number of weights can be entered for the unknown filter. However, when

the filter is built and used the unknown filter will be just that, unknown, and

may have any number of weights. For this reason we will simulate the hardware

using unknown filters of 7, 1 and 9 weights. This will enable us to draw

conclusions about unknown filters of less than, equal to, and greater than 8

weights.

s n I
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2.

For this simulation we have chosen the FIR lowpass filters with all zeros

at z z - on the unit circle. This choice of unknown filters Is essentially

arbitrary, although our goal Is to choose filters wtih similar properties. The

transfer functions are:

7 weights: z6 +6z5 +l5z4 +20z3 +15z2 +6z +I

8 weights: z7 +7z6 +21z* 33z4 +35z +21z2 +7z +1

9 weights: z$ +z7 +2Sz6 +56z5  70z4 +56d +29z2 +Sz +1

This mismatching of filter orders can be thought of as system noise,

which is represented by N in Figure 12. This noise will act to add misadjustment

error to the system which may decrease U* from the ideal pj*.

- - --------- t
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3.0 Simulations

In order to find NXBIT and p 0 which will optimize the filter hardware

and to study filter order mismatching error we will find and compare the optimum

convergence rate Uit for different combinations of NXBIT (number of bits to

which x is rounded) and NU (number of unknown filter weights). The combinations

which will be simulated to find Ul. are shown in Table 1. Results of these

simulations are given in Chapter UL

Table 1.

Optimum Step Size

NU
NXBIT

7 8 9

0 *08 Ij 09

1 17 1 19

* 2

4 .00

6 p 67 1168 69

,0'P ..... .....r_



CHAPTER M. RESULTS

1.0 ktroucwtlon

As discussed in Chapter 11, the purpose of this thesis is to define an

optimum step size vt and NXBIT for optimum convergence to be used in the

adaptive filter hardware. The values pit of Table I have been obtained by
1)

finding the step size which minimizes the mean square error as discussed in

section 2.1 of Chapter U.

In this chapter p 0 and NXBIT are obtained, and the effects of mismatching

error are discussed. Also discussed is a better hardware system using sign-

magnitude binary numbers as opposed to 2's complement numbers.

. ,r •
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2.0 Results

2.1 Determination of Optimum Step Size

We have defined the optimum step size p * as the step size which minimizes

the mean square error:

K 2

For our case K is constant for all values of iU so that )jz is the step size

which minimizes the total error:

K

j=l e

Figure 13 shows the output error curves and total error of different u

values for NXBIT = 3 and NU = 8. The range of step sizes simulated was

.003 - .011 with increments of .001, but only three of these were plotted for

the sake of clarity. As pj is decreased from .011 the total error decreases

until a minimum is reached at p *. As ii is decreased from U * the total error

increases without limit. If total error were plotted as a function of U the

function would have a bowl shape as shown in Figure 14. For the example

shown in Figure 13 U is .007.

2.2 Resultn Optimum Step Sizes

The method discussed in the last section was applied to every combination

of NXBIT AND NU to determine all u5'. These values are given in Table 2.

The total error for each of the cases is plotted in Figure 15. The output error

curves and adaptive filter weight plots are found in Appendix C.

.... -. . ... - . q -. , ,
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Table 2.

Optimum Step Sizes

NU
NXBIT

7 £ 9

0 .002 .002 .002

1 .005 .005 .005

2 .006 .007 .006

3 .007 .007 .007

4 .007 .007 .OD8

5 .011 .011 .011

6 .020 .017 .020

From Table 2 and Figure 15 it is clear that the order of the unknown

filter does not affect the choice of NXBIT and optimum step size U for the

filter hardware. This is a very important result in that it insures that our

choice of hardware will work well with unknown systems of varying order.

The value of NXBIT to be used in our hardware will be NXBIT = 3 because

the total error of Figure 15 is a minimum for this value. At this value of

NXBIT a* is .007 so that U will be set at this value. Remember, as shown

in section 2.0 of Chapter II, the actual of the filter is scaled by SCALE (130

for our case). The actual step size is then .917.

As was predicted in section 2.2 of Chapter II any effects on the error

floor due to the truncation of x are masked by the finite arithmetic errors.

This is seen in the error curves in Appendix C. Similarly, as predicted the rate

of convergence, which is evaluated by the value of the total error, is affected

by the division of bits between e and x. This is seen in Figure 15.

*- -------

-7-7



Note: Total error for diff erent val ues of
je, NU cannot be compared because

different weights were used in the
unknown filter.
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Figure 15
Total Error as a Function of NX5IT
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3.0 Sign-Magnitude Binary Filter

In section 1.0 of Chapter II a method was suggested which would improve

the accuracy of the adaptive filter hardware. The digital filter as presently

implemented uses 2's complement binary numbers. Two's complement arithmetic

was developed because design of logic networks to do sign-magnitude arithmetic

is awkward. If a system using sign-magnitude numbers can be designed the

accuracy of the adaptive filter will be improved.

In 2's complement arithmetic the exclusive OR'ed sign bits of e and x

must be fed into the ROM, which calculates 2ue~x", along with e" and

x . This is because the magnitude of 2's complement numbers are non-

distinguishable without their sign bit. An incorrect update quantity would be

calculated in the ROM without the sign bits.

In sign-magnitude arithmetic the exclusive OR of the sign bits can

post-multiply the update quantity at the output of the ROM. The magnitude

of a sign-magnitude number is distinguishable without its sign bit. Because the

sign bit need not be fed into the ROM, all 8 ROM inputs are left to divide

between e and x. Therefore, the accuracy of either e or x is improved by one

bit.

The 8 bits available for e and x can be divided in any manner, just as

the 7 bits of the 2's complement system were divided. For the sign-magnitude

system further simulations must be run in order to determine a V and NXBIT

for optimum convergence to be used in the adaptive filter. The system with

NXBIT = 4 is shown in Figure 10b (Chapter 11).



3,

CHAPTER IV. CONCLUSON

The purpose of this thesis has been to further develop an adaptive filter

hardware and to study the performance and certain characteristics of the filter

simulation. Specifically we have determined that NXBIT = 3 and uo = .007 are

the best values of these two parameters to be used in the hardware. NXBIT I
is the number of bits to which the input signal x is rounded and uo is the

optimum step size used in the adaptive updating algorithm. The optimum

hardware configuration utilizing these parameter values is shown in Figure 16.

It is intended in the future that this update hardware be added to the digital

filter hardware presently completed.

It has also been shown that this filter will adapt well to unknown systems

of varying order. That is, the order of the unknown filter does not affect the

choice of NXBIT and lo used in the hardware.

One method of improving the accuracy of the hardware from that shown

in Figure 16 is discussed in section 3.0 of Chapter II. Further study is needed

to find additional methods of increasing the filter's accuracy.

The results of this thesis have clearly shown that hardware implementation

can considerably decrease the accuracy of an ideal adaptive filter. However,

the accuracy of this adaptive digital filter is well within the range required for

many real systems and should have practical uses in many areas of signal

processing.

.... :' ? .. -(, -
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APPENDIX A

Proram LstIng

A listing of the program used to simulate the adaptive filter is included

here. As listed, the program plots the absolute value of the difference between

the unknown and adaptive filters (error). The adaptive filter weights are also

listed, but not plotted.

ii ii



APRSI).PU$,AIRFORCE 040b# APR Sp 19&2, :

$CONTROL USLINITLUCATLUhMAPtLA8EL
C

PROGRAM PRIJJEC)

C TmISPROGRAM SIMuLA~tS A PIPELINE RNS ADAPTIVE
6 C FiLTERe IRYIN&i 1w MAI(;I. A USEk-ENVTERED UNKUmS
7 C FILTER,

9 *********.VARIABLE l~v F~~~w...a.ooeee~
10 C
11 G PI7T - NUMoL' 01 ITL.RATIONS TO RU.v

11C KemuN - ,UMbbkh uF RUNS TO AVERAGE
12c K - NUMotk OF MODSHI N PIPELINk DL61GN

13 C Nu - NUMOcLK UP RLIGN S INi UNINUJ",W IL1Lkt
14 C NA - AUot UP WEIGmTS N ADAPTIVE FiL7ER
IS G MLJ - ARR~AY OF MODS FO(R A~PE LINE khNb FIL1E

bC b - AkkfAl UF COR6TANTS FOR CHI* REM* ALGOI1THM

c; NxWtsly - PiUM~~.R UF M4 5 bITS TO ROUwu A l
C N* NUM U1 d11 FOR UPPER LIMJI Uo~ iW'EOR

20 C ISL - FLAb PON bLOOED-~DURN-UPDATE AL&L,"IIMM
I C

a2 C x - NPuT $1iw'sAL
#3 GA( *xi AkWAY OF ULLAYED VALUES OF le.PUY bIGNAL AS WNE&kQ
#0 c JxL 1) CU'wTAjrNS THE MOST WECLNI 61GINAL INPUT
25 C Ix = looPUT 51iv,'Ai AS INTEGER

6C Y -UU]PufJ FW'U#g UNKN~UKIv FILTER
#7 G IlL) -AWikAY CU141AINING OUPUTS FRO4 .45~ FILTERS

?a YEC - OjUIPUT FKUN Id~6 FILTERS# CUNrvLoc)t TO OLCIMAL
29 c
30 i. AL - LULF AgOkAv FOR UNKNO~WN FILTE LOim TO NU)
31 C LAL) -LILLAY Ll'NLS FUR UNI'.N~vN FILILK
32 ZeL (I
33

34 CALI - COL' ARRAY FOR ADAPTIVE FILTER cv4m 10 K*IVA)
35 L, IZ1J - ARRAY LiP ULLAY LIN~ES F0~i AvA90 PILIEeR CK*IwA)
3b L Iza LJ
37 1;
38 LCot ulPetL".Lt If, Tmt TWO FI~LTL.k uUUUTS
3q L u STtPiSL rLuk U9'UATE AL GI Ri mm
Ail c IVEk FLA6 tuw UPDAIL vk,~blorj DfS1'tu

4? PE.'%Rv(j - ARRAY UF bIQRED EkWORS (EVERY Nwwl.4/100 ITERS)
:3C 11m() - At'.AY P)" X-AXIS UPF SLJ8RUU1ILNL I'LUT

45 L STu ft LLSlRLU SIAtILAkD DEVIATION FUR RA.vDJPw SIGN~AL
4E6 L Ex w UtbI'"LU MLANJ VALUE
47 L Ibu - uEsi"Kcu kANLIUM SELL'
48 L
49C......,t* e*ea*ooe**ee*ee*00000
so L

51 UIMLNSION lYL'6),A(2u),ZI (20).Z2(2O),IA(AauhlZt'I.20)
53. diLiePU2i),-l44),ODk4) ,JX(2(,) PRYIO1),P UtI('4)

s 7r41 IO cu lu AU) ,CUL d(00vi0)oDIA(jUJIASu/ l8U

54 DO~LrA E~bU dPkUD CH114A
5b C.IZ2/80*0/em/4u/JAIdIJ*0/ePLROY/I01e0/,
57 CriN,/101.luu
so C
59 L INITIALIZATIU14 oLUCK (Ubkk INPUT)
6(i
66 13 vWITEC6,W)'L1ks4 X UP ITERATIONS TOi RU-o MoOO500ETC)'0
67 OLAM *51 )PI11
68 IF I ITT .L1. bLPUU) VARZI

70I 7 ITT be ILNMLK )F NUNS TO AVERAGE?o

71 MEAD 5,' Kkov

.73 WkT b;)' ui1A fLHoAbLL PARAMETEWA
74 GUO 7
74 9 *kI1E(bt, UMb.u0 OF ITERATIONS TO AVEXAGE fuR MS ERROR?'

75 AI&bO'1IWMANY ^LIGHTS IN THE UNKil4Omv FILTER?'



7 b RLAD S5' h u
77 *WIIT (64.') *MIOR MANY "EIGHTS IN THE ADAPTIVE FILTERV

79 16 :R~ITE (6,*jt: ~vT9k '1L~e4IL VF M5 BIT S TOUMOUNU f TO: 2.3v4r5.'
so RO P 0 0ER 5 NT TO BE ROUNOLD.'

be IF (NKM *iT .Gj * U tANU. tIBIT LE. b) 6010 17
83 oWITE u.') UmiAL. LPIABLE PARAMEIt

as17 WRIlECbvO)eENTtR SVUmiLR UF BITS FOR UPPEN.BUN4D ON ERRJ)Rt
WRITE (b *S'gUJLU bE I - 0 OF BITS FOR Av,
REAUVb ;A~dkR £AEk 9  1

69 W1 IV 'UACE tABLE LIE ily
90SOOI
91 G.
9? I& K84
92.1 Sk1W3
93 Do 2 IM1)ULUI1.)CPT/l
94 I JFU1I0 (ITI0
95
96

9b I DOU 22 L13 Q

9b. CONIINUE j
9b.6 C
97 00 30 J1,ekum

CIUMe SCALELUAiv UN p
S00. DO 0 11 I6DICEF)
100. DU 3 121#14A
t0oo CUJEF(LI)z CUtLF(Le1) *FLOAT(ICUEF(L))1KVtiv
101 3v CUN IINUE

101 1 OITE (2.'
101. U1%17E (2.' A0AI'I1VL htGT GEN EVE'(Y'u

101.3 00TIIu e1 L 17EN10

10 15 OW L ( t ) (IFI1LUt.F(L#1)),I:.1vNA)
101.ob .51 CUwTINUE

ID.
103 woIE2:
104 V4NITE (2' F INAL AL)AP'IIVE COEFFICIENvTS A.kL:'

107 UO 9V Ja1,K
t0o AWITL(2,8O) MA(J)e(lAtJIjI31,NA~
109 k'I 7E(b 5 60J ,J) # i,
110 bu FCN4AT( MUD'li ', 1016)

I I to C U ,1 IN U
111s CALL DECIM (,14Ari(, A,L)1ArbeM,PkU))

111. *k11 2p
1113.51t e

11165riITt *
1ie DU 95 Imlelvi
113 PERRY(1) .FtmY(1)/FLUAT (KRUN)
113.1 IF( C(iSCISIO0)*)) 9da,9!)f95
113.2 S44 ER aERRI *PE RYtlj
114 V cu WIUE
114.1 A.RI E(b
114.2 Mil IA,
1 13 ORTE(2::3n UF Lk0NRSU% SERR
114 ~ 4 U9i be uh' NRSz SkRw

its OR4 T*d l kkUK VAL.ULS GIVENi EVERYtoPITT/100.p
116 C01ER ATIUNSt
117 W II1E C20)PLWNR
116 ~ ALL WLTlIM,14PI~#(yv3010)

19 9fivI TUP
0a END

I2
4"."a.'** .e.a',,,'.'.e.O ~ ...

121 SUON.e.... ANE SUAMUUi (tk~lttZ#~ltZ~ldKNeA



1 1941THI SUSNOUTMew 41MULATES THE TWO FILTERS ANV COMPARES
Gi OU PUTS

1 IaKNA)e 1N MM I , DX (fl KNNAJC9iA .PtKY11 J PRODCK)

137 DOUBLE PRECISILIN D#PWUD#Cg4INA
1-38
139 CALL INITIlYIAIZI12,K.NUNAPJX.II)
140
141 *a~~*aa~a.a.
102 a I NITIAL1ZAIIUiv BLULka
143 C *~..OO*BOema
144
145 I 1 Gs1 UU4
14b c ~ CI.T )GJ ~
147 ~ 'UPTIO1S FOR FILLING LRK~UK ARRAY
188E
109 wRITE (6::)'AVEiNAIL Ifl9 LIINR VALUES OR JUSJ 5AMPLEV
110 tvOITL b' 'TO JubT SAMPLEP PRESS 1

1 1 w EA1
Isj C
Is C' OPTIOivS FOR UPUATIN6 tSLOWED-UUiN .0.)

150 6
155 6 4TE(6t*)0SLUotu~U'n' UP'DATING OR~ UeDA1t Ev~ety ITERATION?'
15b VRT1E (be'):T 'Up UI TL EVLRk! ITERATION, mil It
157 ePieIIE (b' 'I0 5LUO~ DUve'~ HIT 2,'
1SO REAU(bp')IbL
159 IF LISL *kAJ #I *Ukl bL IEU. 2) 6110 9
160 ARtIE(b,'J 'UdVALL.PAOL~ PARAMETEhI
161 6TsJO 8
162
163 C' 114PUT COEFFICIEN~TS 01 UINdINUWN SYSTEM4
100 C
105 DJO 10 I=1,NU

bbwRITE(or')'VALUE FORA(e')
100 wEAD(5p')A(lj

109 C UvIU
170 C' NBITIALIZE MUDS

17? M[1)g11
173 M 2)=13
171A 16XI
170 DO 20 J:1,P
177 DO 2v Lai LqA
175 IA(JtL MLDUP(1A(JpL)tM(J))
179 e to CONqTINUE
ISO viWITL(b,*)'EN1Ek NU I wk U9PUAIE ALGuk1Imri:'

is? uwlrlL(br') EN1t~k bLALING 'ACTUFZ Fuk kfS f'ILI.' INPUT:P
153 kEAV(St.)SCAL.

155 L' 1NIFUT INFORMAIIUN FUN kANDOM b.UMtER GEwERATUK

Is7 AR TE ICe0'
as ORIYE lbeJ 'ULS6LU SIANLDARD DEVIATION?'t
189 kAU(1t*)1iv

190 WR~ITE be i.stl~LiV NCAN VALUE?'
191 wEAV (1 80 1'

14R ow T (e' 1'OESLU RANDOM SEED?'
19 REALP1500) 15U

195 NU VLDTU -Em HC
190 iNPlVLDILN*CM M

19 Cl,*) E
196l fhm LI Ra,' 'W~S P19'CLlivE ADAPTIVE FILIEN bIMULATIDO'
99 wRITE (2,I00 wk It (2::'~* PARAMETERS INIIIlALIZEO Ab FOLLOWS:'
D0.: ow LE 1 9 Imllp'Jr

00.3 19 RLgm T7 ,O It~ i 'd F7,0t IYERAT1Iusi LACm.'./)
0091 Fr A2S0~ 1 199(RU 31K)
01O IIie 601)P.Lt L .' e)

IMLIJ1:1 K

ww' pbuK 0k



206 weuT IOEFFSJ IfwTl

fa U FUH04A I /,' WANUM b1614AL PAEAMETER5%/vio STAN DEVlATJONE.P5,.3)
210 ER ZTC ep&Q3 )L#6U
211 0 N 1 603J. £Elfb

603 FONM E 5
0 4EAN VALUE.uF3,0r/ot RANDOM b~k~z%#FjQo,/)

ass SQ4 FO 04ATI FUR UPDAT1Nh:* i/k MUZ% Ffi/v
216 0 ~NUAuf 11111S AUNOED T6WI /

a16 IF 3~L :10: 2) Oft L N'Ht0~EDU~;PA I~a;N
pile F ~IL 44~ 1) Awf U f 0 jNUTE8UPDATEU E V EIY ITERAT sN
220 WRI1 T2.
221 WIk1TE (:***"SCALING FACTOR FOR RNS FILTEkO.&CALE,'0**0
222 WR ITE1(a.'
I2Z3 C
224 C
pas B EGINl FILTERM SIMULATION0
lab
2??
a?& CALL WEIGH~T (0,#,PWUD)
229 O4l Ekdk z 0.0
291 ICNTRxO
pa9.2 00 41 LU1.1Ju

1 29.4 ICUEF(L#I)5U
229.5 41 CONTINUE

T2r10
3lXIMZ 0 1L1UVA1Ill

234 j A80
as5 1U:0

DO 200I 1 O
It c0 L1 x1, IX(P1TT7'10CV.)

239 UdIAIN AND SCALE Ilw'UT SIGNAL
40

241 CALL NORMAL (bTUtxpIbD#X)
242 IZA.SCALE
243
2.48 L.' N UND IX TO M 5 blTb w*p hIMS VLNSIO14 OF IX GUkES 1U UPDATE ALGO.R11M
245 L. *wT L)R1IIAL IX 15 PA.,SLO 1'4RL ADAP FL1'R

* 246 L
246.1 IxxcIE

* 247 I1RiUUND(IX~f4Xd1)
Fag 101 SAUZIX2
a 0 1Aiemix
2H1 C
252 (.' upuA1E DELAY bLLJCI JIA
253 c Jx(1i CON1A1INS It~ MUST kECLA.T S16NAL 114PUT
254 I;
r ?5 NAMIsXiA-1
256 DU0 102 I:1,NAMj
2157 JX(NAI1-In)XJX(fvA1)
260 102 CONIINUE
261 JX(1)mIxQ
262
F63 C* PASS X THkU UNKN0.U(N FILILR

fts ALL UNKNrOWCAAS1.ZerYNU)
67 G PA3 XTHRU AIAFT1Vt FILIER

269 CALL ADPTIVCZXXIA,1L3,IZZMNA.IYK)
7 G CUrivEiT ADAPTIVE W14 UUeTI'UT Tu DECIMAL THLkV
17 CALCULA~t Lkkk m6iEEWd ADAPTIVE fhLLn ANLD

1271 G UNKivOwN FILTER~
a.75 FCNINAZCMZNVACI1;b#KrfMPkOU)

27 YVLCzF HINA/SLA .L
Vt EkkX(T3(CALEwYtUL

?76
279 U'LPDATE EkROR AFVHAY

V **



pal ABSERRzAbS(EkkJ
ISUMMS UMM+ AWok 4

283 IF CLPI qN IPIXLPITT/100.)) GUTO 105
lea 3Ezft~

85 IF F(11 9EU 1) GUTO 104
86PIkRY(ITtial~L .ISUI'M)/P ITTPEIWY( TIEN)

aludi UM3,*. MRYCITENi Abb~e(O'CP hYErITEN)
a~ Lk1ub CONTINUE
?90 C
191 C* CMANGE OUTPUT FNLIM UNKNUMsN INTO EACM OF TME GIVEN MODS
P92 G COMPARE TU. k,1b OUlPUTS (COMPAR~E RE6PECTIVE M
293 C AND DtTLRiMlit APPRIOMkATL STEPSXZEb, AwI UPDVI
296 C
195 C
195.1 ICNTRxICNIR+1
29b LM400:MDD (I~CN72, 10?97 IF C SL *Uh 0

?98 ERR 1:kRw
299 GOTO lIU

300 1u8 JF(LMODLT. 'I bUlu 1UV
301 JF(LMOD GT31 1,011. 1.U
~02 !FL MUDA NE*1 16OTu 11u

304 C
305 Ili, CALL UPDATC.LJXU, YIy#NAERI1,IAMKLUO,PEAK9ISL)
306
311 h1 t C U#4T I vUE
321.1 CALL DECIML W~v1AvUI)AvBrMF4.UD)

321.5 ICU.F (Le IrzUlAtI)
321.4 vc CUNTINUE
321.8 iuu CUII1NUE
312 I4E7UJ5N
323 EY
325 c.
3?b c INITlAL1Zt SUenvu1 vE
327 C

29  C TmIXS buM400TINt I,I1IAL1ZLb SUME ARIWAYS TO ZENU

33? DIMENSION IY(KI I (V%NA),1Z2 K,4A5,JACIVA)oJX(NA)
334 UCA 10 1:1 Ko335 1yi~
33b 00 10 LLNA
337 IA(IL)=U
339 IZ2Qv L) :u
341 JXCL)MU
342 i1j CUNTINUE
342.1 IF (11 *GT* 1) 1,i~lu &IV
343 Lu 2 lL-1,NA
34b vgWTE(6,*5)1i4IT VALUL FUk 1(,L'
34b bqEAL(5.e)IA(IL)
3047 CUivTIN'UE
348 iU 3u Iz2#K
3 4 4 Q0 30 11
350 IA(I#L SIA(1lpj
351 .5V COIINUE
3S? 4V RTURN
3S3
3S4

356 * CM11NA FUNCIIUN

358
359 FUajC1ION CMINA(IY~b p mP4
360 DIMtNSI UN , K ,bKtm MK) PkOD(K),~~ U:LLx9WdL 3( I)b, Cm Avb, RO~iFROO
6bb CMIIA a0

363 IUQ 10 I11#K
364 I'R(JUXSM11Adl*YC)PtD

16 CON" U )P Ou(1)

CMI#%ICMNA-1o9 lvlCniAPIWD)*PUDM
369 WI EUWN



371 15

37A c IWUND FUNCTIUN
375 C a~..aeaaaa
376 C

77 FUNCTION IRLJUND (1XXII)

(NXBa a.CN~bI)6U.

193 ROU LX' (iX/Lx)
3*0 TEURN
385 ENU
391 C
342 G
1493 C *PUSITIVE MOV FL4NCTLIUN

W FUNCTION MOUiP(lMJ
93 3MO MD(IM);~.)UU1

396 RETURN
400 10 MODPaMOD(1,M)

403 C N
4 0 C
403.0 CL CONvERT TU ULCLMAL*
403,u3 C

403.05 SUdR0UTINE DECZMAL (svA:K;IArDIABMvPcuk))
A13*bUImENSIL)N IA(..NAJ ,UlA( A) .b(K) ,M(K)vPkJD(K),b1 (K)

403,07 DOULE PREC151UN b,.~BUDrCHINA
403*0b L)U 10 I:1,NA
403.09 Du 20 .J=1 IK
403.1 Iv(J)Z3ALJI)
403.11 av CUNTINUE
403.12 014 1)UCH1NVA Llw%,,K#MfPkUV)
4403.13 1 i CUN Ir'JE
403914 R~rURN
403.16 N
403.lb
403.17 L
404
405 L, UPUATE SUbr~l~uTi'v .
406 C
607 C
408 SUBWUUTItA UfPIATLJxWJY. ZYeiAeEeIlAMKLMUDerdERk,ISL)
409 OIMILNSION JX (NAJfM(V4 e1'1'(K)v*IA (K#N)
410 0IMENSION KK(KN&)
111 f.
4)2 CTHEkE IS UiNLI 1 E' DELAY LIN~E OF THE INFUiI SIGNAL.
013 CUPDATt ALG(Jfl14.A US.ES THESE DELAYt.U VALVLS# USING
414 C mODULAeN AkIIfM11IC,
415 C
sib L; *e..VAN.tAdLE 1)N1 CT.J:,,.*,,*aaa.,a*
I17 C
418 C aTU g d *

419 G KY I OUTPUT Y FROM UNKNOWiN9 AS iiw(kGEN
4?0 C * ISTEP I Slit OF STEP~ LITHEk mCI) UK
421 L LwRNuUtk 5hvEEN TmE T:0 PIL~tLS
42? C 'ISL I FLAb FI.I SLOftED-DOvdN-UPD TE AL~UNITmm a
423 *

42S5
426 C IN ADDITION, TME UPOiATkL ALGORITOM USES TmeO DIFFERENT
4V? 1 STEP;SIZE INLRIEmt.Nlb UiPE.NDING ON. WHET~kI Ug( s4UT THE
426 EkkJWi' IS LESS TIAN jImL SMALLEST MOD*

430 SERR
431 C

LIF AbS(ERk)P2*IlNNI.1 LNRUR IS FIXED AT SAME
434IF (IAesCIsTtP) 9LE. 2**NENDk-l) GOTOi 15

43S 3TPs2*ONLRk;1

4l b IF ; IS w WOb



439 L"OUPDAT. ONE COFFlCLkNrl UsWLY ON COUN73 I *i4

441 it) ITEMPze.(U*1STEP)JXf.,'A)

443 F MLUNA.LMLoD)U,6'MTN) WRITE(b,*JdUUNDS TROUBLE49
£13 jup' IN~I.I.'iM.TN)
84 TE P .1A( NA"L)* 1TEMP

41b IA(J#NAML.J MULDP (fTEMP#M (,))
847
&act CONTINUE
809 lv RETURN

40 1' UPDATE EVERY J1LRA11UN

4sa IIMv*u11P*XI
853 5 DO 60 Ik

856 KT.MPM A(Jtl)*1TEMP
857 IA(Jri 8MUIJP(A1EMF#M(J))

69,1 6 CUNTINUE
459 RtETURN~
4bC EiQD
461

462

866 c
407 C UNKN~r0vq FILTER SUWoJvU1INE

870 L* DUMMY VARIAoLt UE(.LANATZItN:
471 LK x IN~PUT
172 C* A L) ARXAY Vf CULFFICIENTS
873 C' 1t I LiLLAT AhkAl I
474 ~ C' Z2A 1 OLLAY AIIkAY 11
475 C* y 3CUIPUT
476 6* :, NUMOLN UF vOLIGHTS
477
878 SLIstouTItNE U~wMUkAv~A*ZlZ2,YrN)

4'680 c
4011 CO UPDATE. Z2 FIRbI
482 c
883 NM1KN I

dab :V CUNT I NUL

069 C' UPDAYL ZI
890 c
891 DU 20 12-181v
893 id CUNT I'UE
494 v-~I

495 kluwN
49bEN
497 L

499 C ADAPTIVE FILT~k SoUOU11NE

502 SUOROUT1NE ALPT1VLIXIA,1ZI 1Z2,MNA,1IY,F.J

103 DI14thSION 1A(K#NA,,l 1 (1IvA IZ2(C9f1IV 4M(K)r1V(()
50S C* UPDATE IZ2 FIRST

SO7 00 SU jule'K
1 08 NMIXNA1
09 u1) 10 i.~i

III t0 CON ifIN~
512 IdjN)1ljeA
513 c Z( NA1I,
514 Ge UPDATE 2IZI
51b u0 20 I1,A
5Sib
517 LI(,I3.L~*AJ ),~()



516 2u CONTINUE
519 IY(J)BIZZ(jeI)

5l0 SIJ ONTINUE 4

CC END

P26 C

S! 7 SUBROUTINE WEIGMI (M#O#KPPROD)

519 C
530 DIMENSION M ~ .6(K)APk'((DCK)
131 ~ UdWLE PREC 5 LN ttIU

33 DO 100 1311 K
134 MF 31

135 DO 10 J:1uK
16 IF(J eli 1) SOTO 10S 7 MF3M M J

538 10 CONTINUE
539 PRlOD~l)XMF
S40 MF;AMODf.HF FLUA1 (MCI)))
Sal JPOIhTzMC (IS
S42 DO 2OLJkiuImI
543
544 j MTIbCA4D FJFLOAT(())
545 IFI~ (I(M W* ) U0)3
546 20 CONTINUE
S47 WRITE (6.l~)
548 25FORMAT (X, ENNU(R 2150)
549 C
s50 3v 8(1)mFLOA1(NSAf.)
551 luto CONTINUE
552 RETURN
553 END
554 c

557

559 SUbRUUTINE TO GENERATt A NOR~MALLY D1STIRIBUTLU) kANUOM VAR
S60 ~ VARIAOLLS:
561 C X a DESIkED MEA.v VALUE

Cb ST $7 z DESIkEL, bTA',LIAHD DEVIATION
563 C ISEEDI a SEUUENCt SlAWTING SLEDI

564RVI z RLTLJRidEU RA,4L)O# NUmaER

566 SUbN(JUTINE NUNMAL (3TVvEX#I$LEVIRVI)
567 REAL ISEEDI

569 C .... IF STD 15 0. TMhii DUI NO COMPUTATIONS
570 IF (STD EO.O.U) 607IU e0
571 G *....9tLaERAVt RA14UM IS ANDL SCALE TO LIE wITmIN L-1,1)
572 C

574 IV1 Xlis- 0..yR;IU
575 C, WRiTEle. AT 611 1. iK:%EX
S76 X2 8 AeVtl&stv577V; C W b e N IS DOSTD,*EX:',EXIbU'ISEEDI

S79 ....qFlN4D THE NORM SUUARLU OF Cx1,X2)

lei Sax1.1X2X

Sea ,e,9CmECK TO SEE IF (X1,XU) LIES WITHIN UNIT CIRCLE

561 IF CS IGE .11 060TO zIV
567 C R F.IE t ,)A] 4diU.1 kx:',EX, X13%K1, 'X23epA2, 5Sz

69 * ....IF 5:0 THEN (ENEKATE APPROPRIATE NORMAL RANDOM NUMWERS
590

91IF S .QVOT0442V
9 C R 1d':1 494.l, Eka'#EX

1 93
9c 9*9*9GENERATE NORMAL kANUUM NUMBERS

.19b WvSW~RTt(;(.2U;ALuf~L))/S)
597 C ORITEC~bt~ Al 4dbelp EXX',EX



SolRVITEX.51 *w4X1
599 WRU t 'AT 42V., EXxzEX 4

600 REIURN 4
600 C

20P.0 RVIREX
60 END
605
605

609

61 X1 A SINGLE S*kPTDR A ARAY DIMENSIONED TO
61 CNPTS INt MAAN. 9 FORMSH AX IS UF ]ME ABSCISSAS
611C OF THE 9MAr91
614 C' Y A SINGJE blCN' E5DMNEAL. ARRAY 0 HENS ONEfl Ti
615C NPLOT N MAIN* F RMS THE AXIS 0 OKxhINATS OF
616 THE GRAPH,
617 r, * PTSS NUMbSE.O UP INrTS TO BE PLOTTED FUR EACH PLOT ON
616 C I H NA~i
619 C * IT: DETWIMINES wH~iHER X AXIS IS LINEAR 04 LOG

62 *ITa WTP LUI. SCALE 41621 0 TNT1- LI.vEAR SCALE

626 REAL X(NPTS)vY(1J?' T)#X$CAL 11
625 LOGICAL PT
62b CHIARACTE R blIVD LA'4PK.D V;BAR#eMIhUfePLUSeLIBi (;fI)eSYMB p?
b?? DATA BLANK/~ lvbAft/ 9/MI NU-/PLUS/+ 5MOX
628 C ' 'SM/
629 .....CNECK TO SLE IF NPLUIS DESIRED IS 1 0i9 2
630
631
632 C9,9..INITIAL DATA 30, UP-.FINU MAX VALUES UF x AivO Y
633 G
636 lu YI4AXuyCl)
635 VM~tINYMAX
63b IU 0J- NPTS
637 cy5
6 638 IF (yTGToYMAX) YMAXcYT

639 IF YTsLTYpjiv) YMIN=YT

64.1 XMAX:ZY2,)
6442 XMIN=XMAX
64.3 DU) 3u I-1 1PIS

6015 IF (XTGT9XMAA) X4AX=XT
b~b IF (XT.LT.Xfvl',4J X11IN:XT
60J7 vS CUNTINUE
666 C
649 C.....FINV THE RANGE OF Y AN~D X VALUES

651 YRZYMAX-YMIN
652 XK(ZXMAX-XMIfv
653 C
658 **,,.CHECK TO SEE IF LUG SLALL (IT:1 uP LOG SCALE)
655
656 IF (IT.?VEI) G07U 5u

656 C....CALCULATE SCALINVG FACTOR NEEDED TO PLACE PUlI17S ON LINE
65 0 DFLB(ALO0i10(XMAX)UALLGIO(XMIN))/100.00

661
662 .....CALCULATE SCALIN6 FACTOR NEEDED TO PLACL bCALE ON %-AXIS
663C
664 DFx1Qoa.((ALOGIQ(AM4AA)-ALOG1O(XMIN))/10.Og)6656
667 LoweET UP EACH LINL OF GkAPH (HORIZONTAL GRID)

6 6 ,O 1 1 125~669 WWII 2,00
670 0 0 0YT830
671 IYSSIVS+1

67 OL ALSE

67s bLE AlI
675 IF~tI YS Nt.) iiOTU 60



676 DIVSPLUS
679 pla 49~.

62 Ce.... SET UP VER71CAL 6NIID
663 C
684 b O7

686 DO 80 XAI~ths1A .1
666 LINiIXIA vL V
689 *,***.INSERT DATA PUINTS ALUNG GRAPH LINE
690 E
691 DO 110 M81PNPTS

693 IX: AL6616LACM))-ALCGO1XMIN ),DFL.1.4999
696 GObD IOU
695 9 IxSIIQ.OK(m)WEMIN)/XR#1.4999
69? to0 IF (I VNE;1YA) ISM 110
696 XtEt IZ)m vmb(
699 11 U CON INU
Too C
701 Cv....PRWN Y-AX15 VALL EVLRY FIFTH ROW IF PI 15 INUE
702 c
703 IF CP1~ wRIUQ)YCAt..LINE
704 IF (NOT PTj mYT(?#I10U LINE
705 1F IIYS*U 34
706 130 CON INUE
707L
70o Ces,.PRINT X-AXIS SCALL VALUES
709 c
710 DO 150 IXMs~f1Z
711 IF (1T N 1) to01 140
712 )XSCAL(E'M SKmI400UFO(IXM-1l)
713 G0T0 15C;
714 140 XSCAL(IXM)mKMXh, lAMw )'XI~0.

716 lbID CUNTINUE
717 VdRXTE (2uU)KSCALCIJtXSCAL(3).XSCAL(5J.KSCAL(7)eXSCALC9).
?i6 CISCAL (11), £D&AL(),XCAL(6).ZSCAL(6iuKSCAL(10)
79900 F0IWMAIU U( Ij E IALkk R,

1722 12vu FOKMAT(0', K X~bu.3113XvSG20,3)
47?3 bioO RETURN

72" ENU
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APPENDIX B

Simulated System

The system simulated by the program in Appendix A is shown in Figure 17.

The signal is scaled by SCALE at several points in the system because the

Residue Number System requires integer arithmetic. We would like SCALE to

be as large as possible without causing the system to exceed the RNS numbers

available. Because we have chosen the mods 11, 13, 15 and 16 the range of

integers available is (-1/2(11*13.15.16), 1/2(1113.15.16)). To calculate the value

of SCALE to use we will assume the system is a pipelined TDL with the weights
n

w. normalized such that I w. = SCALE. The output of the filter is
i=o

n
Yi = I wi x(i-2)

i=o

which is less than
nIXmaxl" w.
i=

If the input signal is assumed to be maximum at the value SCALE the output

becomes

Ymax = (SCALE
2)

which must not exceed the range of RNS numbers, therefore:

Ymax = 1/2(11.13@15.16)

SCALE2 = 1/2(11"1315*16)

The value we will use in the adaptive filter will then be

SCALE = 130.996.

-, -
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APPENDIX C

Error and Adaptive Weight Plots

Contained here are the error and adaptive weight curves for each shown

in Table 2. These were obtained from simulations of each combination of NXBIT

and NU run at their optimum step size. The filter weights should converge to

normalized, scaled versions of those in section 2.3 of Chapter UI. These values

are given in Table 3.

Table 3.

Normtalized, Scaled Weights

NU w0  w I  w2  w3  w. w. w6 w7  w.

7 2 12 30 40 30 12 2

8 1 7 21 35 35 21 7 1

9 1 4 14 28 35 28 14 4 1

, I*
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